1. Introduction

Angles-only methods, in which observer spacecraft obtain bearing angles to target space objects using on-board vision-based sensors (VBS), are compelling for navigation of distributed space systems (DSS). Typical DSS in Earth orbit rely on external Global Navigation Satellite System (GNSS) measurements for navigation, whereas DSS in deep space often employ radio localization via ground-based resources such as the NASA Deep Space Network (DSN). However, GNSS cannot be applied in signal-denied scenarios of interest, and DSN usage is not easily scalable to future distributed missions. In contrast, angles-only navigation is primarily autonomous, self-contained, and leverages only on-board resources. Cameras are robust, low cost, low power sensors already present on most spacecraft, possessing high dynamic range and small form factors conducive to accurate navigation and spacecraft miniaturization. Cameras may also obtain passive measurements to non-cooperative or unidentified targets, particularly useful in space domain awareness (SDA). Many DSS proposals therefore present angles-only navigation as a central aspect.

As documented in literature, two flight experiments have demonstrated angles-only navigation in orbit. In 2012, the Advanced Rendezvous using GPS and Optical Navigation (ARGON) experiment enabled the rendezvous of two smallsats in low Earth orbit (LEO) from inter-satellite separations of 30km to 3km. In 2016, the Autonomous Vision Approach Navigation and Target Identification (AVANTI) experiment similarly conducted a rendezvous between a mothership smallsat and deployed picosatellite from separations of 13km to 50m. More recently, Stanford’s Space Rendezvous Laboratory has developed the Absolute and Relative Trajectory Measurement System (ARTMS). ARTMS is a self-contained software payload that provides distributed, autonomous angles-only navigation for DSS orbiting an arbitrary central body. ARTMS will be flight tested in 2022 as part of the NASA Starling mission, a swarm technology demonstration consisting of four CubeSats in LEO. Usage of ARTMS in lunar and Martian orbits has also been studied.

A key design challenge for angles-only navigation is weak observability of target range. Bearing angles do not provide explicit range information and multiple cooperative observers in a system are necessary to achieve complete state observability and long-term convergence. System properties such as orbit geometry, sensor quality, measurement availability and communication topology can affect observability significantly and unpredictably. Angles-only observability has therefore been extensively studied.
Existing results can be broadly categorized into four areas: treatment of two- or three-spacecraft systems \[11,12,14\] or larger systems \[4,10,13,15\], and usage of analytic observability methods \[12,14\] such as Lie derivatives or numeric observability methods \[4,10,11,15\] such as covariance estimation. Despite this, comparatively little attention has been paid to how angles-only systems may be practically designed to achieve required navigation performance for a scenario. If ARTMS or similar architectures are to be applied to future missions, it is necessary to 1) determine whether complete observability can be achieved using angles-only measurements in the desired scenario; 2) given a system configuration, compute expected navigation performance and assess whether requirements are met; 3) intelligently design a system and optimize its parameters to achieve navigation requirements at minimal cost. Although some authors have applied optimization techniques to broader spacecraft or mission design \[16\], explicit navigation constraints are often untreated and have not been studied in this context. Furthermore, prior analytic and numeric results have not addressed several critical design aspects, including partial or non-global measurement availability \[12\]: dynamics model uncertainties \[11\]; and consistency of observability across varying topologies, geometries, and state variables.

In response, this paper constructs a new, unified angles-only observability analysis and design framework from three interrelated components: analytic observability analysis, numeric observability analysis, and design optimization. First, a modified graph topology representation is introduced for DSS. For a more realistic treatment of distribution, the topology does not assume global measurement availability and adopts weighted and self-loop edges to better characterize the flow of measurement information. Sufficient conditions to ensure analytic graph observability are provided by applying prior Lie derivative results to the new topology. Second, a modified numeric method for observability analysis is presented. Measurement sensitivity and noise matrices are used to estimate achievable state uncertainty from a simulated measurement batch. Added aspects include the effects of dynamics uncertainty, partial target visibility, and auxiliary state estimation. The numeric method is used to validate the topological conditions. Third, an optimization framework is fused with the analytic and numeric approaches. A quadratic objective function is developed to balance navigation performance (as computed via the above methods) with overall system costs. Quasi-Newton methods are applied to minimize the objective and automatic optimization is explored for two case studies in lunar orbit: a distributed science swarm and an SSA constellation. More generally, by combining these tools, designers are able to quickly determine whether a system is observable, estimate expected navigation performance, and intelligently optimize it to fulfill requirements.

Following this introduction, Section 2 introduces relevant mathematical modeling. Section 3 presents a graph topology representation for DSS and sufficient topological conditions for orbit observability. Section 4 presents numeric methods for system observability analysis and associated results. Section 5 presents an optimization framework for angles-only observability and its application to two case studies. Section 6 concludes the paper.

2. Background

2.1 Terminology

A DSS consists of all resident space objects (RSO) whose states are to be estimated. ‘Active’ objects are observer spacecraft with an onboard VBS which actively obtain measurements and perform navigation, whereas ‘passive’ objects do not perform navigation but may be tracked by active observers. To enable cooperative navigation, observers broadcast their absolute orbit estimate and bearing angle measurements to other observers over an inter-satellite link (ISL). Each observer is therefore in contact with a set of ‘remote’ ISL observers and has access to remote measurements of system objects.

Navigation is decentralized in that each observer only estimates the states of those RSO in its ‘subsystem’. A subsystem consists of the ‘local’ observer, all targets visible to its VBS, and remote observers which 1) share a target with the local observer; 2) are a target of the local observer; 3) are measuring the local observer; or 4) are measuring a remote observer which fulfills conditions 1), 2) or 3). In this fashion, global communication is not required and observers only process measurement information relevant to themselves or their visible targets. Furthermore, measurement and navigation tasks are distributed to both improve DSS coverage and reduce on-board computation costs.

‘Beacon’ objects are able to observe their own absolute orbit, either via ‘external’ measurement sources such as GNSS or ‘internal’ measurement sources such as inter-satellite bearing angles. Figure 1 presents a notional illustration of these terms.
2.2 Coordinate Frames

Spacecraft states are modeled in an inertial reference frame centered on an arbitrary central body, denoted \( I \) (commonly a planet-centered, moon-centered or Sun-centered frame). Two rotating frames are also defined. First, consider the radial/along-track/cross-track (RTN) frame of an observer spacecraft, denoted \( R \). It is centered on and rotates with the observer and consists of orthogonal basis vectors \( \hat{r}^R \) (directed along the observer’s absolute position vector); \( \hat{\phi}^R \) (directed along the observer’s orbital angular momentum vector); and \( \hat{v}^R = \hat{z}^R \times \hat{r}^R \). Similarly, define a frame \( W \) using \( \hat{y}^W \) (directed along the observer’s velocity vector); \( \hat{z}^W = \hat{\phi}^R \); and \( \hat{v}^W = \hat{y}^W \times \hat{z}^W \). \( W \) only differs from \( R \) by a rotation of the observer flight path angle \( \phi_f \) about \( \hat{z}^R \) with \( \phi_f \approx 0 \) in near-circular orbits \[17\]. Finally, define the observer VBS coordinate frame, consisting of orthogonal basis vectors \( \hat{x}^V \), \( \hat{y}^V \), \( \hat{z}^V \) where \( \hat{x}^V = \hat{v}^V \times \hat{y}^V \) is aligned with the camera boresight. The VBS may be pointed as necessary to keep targets in the field of view (FOV). Figure 2 provides an example.

Fig. 1: An illustration of a four-member subsystem with two active observers and two passive RSO.

2.3 System State

The absolute orbit \( \alpha \) of an observer can be parametrized by quasi-nonsingular orbit elements (OE), with

\[
\alpha = \begin{bmatrix} a & e \cos \omega & e \sin \omega & i & \Omega & u \end{bmatrix}^\top
\]

Above, \( a, e, i, \Omega, \omega, \) and \( M \) are the canonical Keplerian OE of semi-major axis, eccentricity, inclination, right ascension of the ascending node, argument of periapsis, and mean anomaly respectively, and \( u \) is the mean argument of latitude. All are defined with respect to \( I \). Fully nonsingular OE \[17\] can be used for equatorial orbits. Absolute orbits can be equivalently expressed in Cartesian form \( x^I \) with components

\[
x^I = \begin{bmatrix} r^I \ t^I \ y^I \ z^I \end{bmatrix}^\top = \begin{bmatrix} r_x \ r_y \ r_z \ v_x \ v_y \ v_z \end{bmatrix}^\top
\]

where \( r \) is position and \( v \) is velocity.

Relative orbits \( \delta \alpha \) of targets with respect to an observer can be parametrized by quasi-nonsingular relative orbit elements (ROE) \[18\]. The ROE are defined in terms of the OE of the observer and target (denoted by subscripts ‘o’ and ‘t’ respectively) via

\[
\delta \alpha = \begin{bmatrix} \delta a & \delta \lambda & \delta e_x & \delta e_y & \delta i_x & \delta i_y \\ \delta \lambda & \delta \Omega & \delta \omega & \delta \dot{\omega} & \delta \iota & \delta \dot{\iota} \end{bmatrix}^\top = \begin{bmatrix} (a_t - a_o) / a_o \ (\Omega_t - \Omega_o) \cos i_o \ e_{\iota,t} - e_{\iota,o} \ e_{\iota,t} - e_{\iota,o} \ (\Omega_t - \Omega_o) \sin i_o \end{bmatrix}
\]

Above, \( \delta a \) is the relative semi-major axis, \( \delta \lambda \) is the relative mean longitude, \( \delta e = (\delta e_x, \delta e_y) \) is the relative eccentricity vector with magnitude \( \delta e \) and phase \( \phi \), and \( \delta \iota = (\delta i_x, \delta i_y) \) is the relative inclination vector with magnitude \( \delta \iota \) and phase \( \theta \). Fully nonsingular ROE have been defined for equatorial orbits \[19\].

Estimation of auxiliary state components can provide additional robustness and autonomy. States may include the absolute clock offset and drift rate of an observer, \( c_{err} \), and its differential clock parameters with respect to other observers, \( \delta c_{err} \), denoted as

\[
c_{err} = \begin{bmatrix} c_{err,t} \\ d_{err,t} \end{bmatrix} \quad \delta c_{err} = \begin{bmatrix} \delta c_{err,t} \\ \delta d_{err,t} \end{bmatrix} = c_{err,t} - c_{err,o} \quad [4]
\]
2.4 Measurement Model

Above, \( c_{err} \) is a clock offset and \( d_{err} \) is a drift rate. The absolute ballistic coefficients of an object, \( B \), and differential ballistic coefficients of its targets, \( \delta B \), can also be estimated, denoted as

\[
B = \begin{pmatrix} B_{atm} \\ B_{srp} \end{pmatrix}, \quad \delta B = \begin{pmatrix} \delta B_{atm} \\ \delta B_{srp} \end{pmatrix} = B_1 - B_o \tag{5}
\]

where subscripts ‘atm’ and ‘srp’ refer to atmospheric drag and solar radiation pressure (SRP) respectively. Finally, VBS measurement biases of observers can be estimated, denoted as \( b = [b_1, b_2]^T \).

Consider a system of \( N_o \) active observers and \( N_p \) passive objects. The system absolute orbit state is

\[
x_o = [\alpha_1, \alpha_2, \ldots, \alpha_{N_o+N_p}] \tag{6}
\]

The system absolute auxiliary state vector is

\[
x_{aux} = [c_1, \ldots, c_{N_o}, B_1, \ldots, B_{N_o+N_p}, b_1, \ldots, b_{N_p}] \tag{7}
\]

Consider the subsystem of an observer \( i \) which contains \( N_i \) cooperative remote observers and \( N_i^+ \) passive target objects. The subsystem orbit state vector is

\[
x_i = [\alpha_i, \delta \alpha_1, \delta \alpha_2, \ldots, \delta \alpha_{N_i^++N_i}^+] \tag{8}
\]

The subsystem auxiliary state vector is

\[
x_{aux} = [c_i, \delta c_1, \delta c_2, \ldots, \delta c_{N_i^+}, B_1, \delta B_1, B_2, \ldots, \delta B_{N_i^++N_i^+}, b_1, b_2, \ldots, b_{N_i^+}] \tag{9}
\]

2.4.1 Measurement Model

Bearing angles consist of azimuth and elevation \([\alpha, \epsilon]\) and subtend the line-of-sight vector \( \delta r^V \) from the observer to the target. The measurement model \( y \) for the bearing angles from spacecraft \( i \) to spacecraft \( j \) is described by \([3]\)

\[
\begin{align*}
\delta r_{ji}^V &= r_{ji}^V - r_i^V = [\delta r_x^V, \delta r_y^V, \delta r_z^V]^T \\
y_{ji}^V(x) &= \begin{bmatrix} \alpha \\ \epsilon \end{bmatrix}^V = \begin{bmatrix} \arcsin(\delta r_y^V/||\delta r^V||_2) \\ \arctan(\delta r_z^V/\delta r_x^V) \end{bmatrix} \tag{10}
\end{align*}
\]

Figure \(2\) depicts the measurement model. Bearing angles are related to the inertial frame by rotating \( \delta r^V \) into \( I \), as per \( \delta r^I = \sqrt{R^I} \delta r^V \) where \( \sqrt{R^I} \) denotes a rotation from frame \( V \) into frame \( I \). This rotation is generally computed by performing attitude determination using stars identified by the VBS \([3]\). Other relevant rotations \( R^I \) and \( \sqrt{R^I} \) can be computed using the observer’s absolute orbit estimate.

There is an equivalence between bearing angles and the measured unit vector from observer to target \([13]\). The measurement model \( z \) for the inertial unit vector from spacecraft \( i \) to spacecraft \( j \) is

\[
z_{ji}^T(x) = \frac{\delta r_{ji}^T - r_{ji}^T}{||\delta r_{ji}^T||_2} = \frac{\delta r_{ji}^I}{||\delta r_{ji}^I||_2} \tag{12}
\]

In practice, the model is affected by optical visibility including eclipse periods, sun-blinding of the camera, visual magnitude of the target, and limited camera FOV. When required, visual magnitudes are computed using a model \([20]\) that accounts for surface properties, solar phase angle and albedo.

Spacecraft may also be able to obtain absolute position and velocity information via GNSS, the DSN, or inter-satellite sharing of state estimates. In \( I \), the measurement of the absolute state of spacecraft \( i \) is

\[
z_i^T = \begin{bmatrix} r_i^T \\ v_i^T \end{bmatrix} \tag{13}
\]

2.5 Dynamics Model

The dynamics model for each object’s Cartesian state, using Keplerian dynamics, is \([17]\)

\[
\dot{x}_i = f(x_i) = \begin{bmatrix} r_i^T \\ \frac{\mu r_i^T}{||r_i^T||_2^3} \end{bmatrix} \tag{14}
\]

for gravitational parameter \( \mu \) of the central body. Orbits are also affected by perturbing forces including spherical harmonic gravity, atmospheric drag, third-body gravity and SRP. To include these effects, the osculating OE of each spacecraft can be propagated using numerical integration of the Gauss Variational Equations (GVE). For orbit state \( \alpha \), the osculating OE of each spacecraft evolve according to \( \dot{\alpha} = G(\alpha) d^R \) where \( G \in \mathbb{R}^{6 \times 3} \) is the well-documented GVE matrix \([21]\) and \( d^R \) is the perturbing acceleration expressed in \( R \). Maneuvers also affect spacecraft orbits and typically improve observability if maneuver parameters are known to the observer \([14]\).

This research assumes maneuvers are not performed. Analytic models for mean OE and ROE which include effects of \( J_2 \), SRP, differential drag and other perturbations have also been developed and can be applied when computational efficiency is paramount \([19,22,23]\).

Spacecraft clock states evolve according to a discrete time random walk process \([21]\) defined by

\[
c_{i_k} = \Phi_c c_{i_{k-1}} + \mathcal{N}(0, \Sigma_c) \tag{15}
\]

where \( \Phi_c = \begin{bmatrix} 1 & T_c \\ 0 & 1 \end{bmatrix} \quad \Sigma_c = \begin{bmatrix} q_1 T_s & q_2 T_s^3 \\ q_2 T_s^2 & q_2 T_s^2 \end{bmatrix} \)
3. Analytic Observability

Above, \( T_k \) is the propagation timestep between epochs \( t_k \) and \( t_{k-1} \); \( \mathcal{N} \) is a normal distribution with zero mean and the stated covariance; and \( q_1 \) and \( q_2 \) are clock-specific constants. In this paper, ballistic coefficients and sensor biases are modeled as constants.

3. Analytic Observability

Graph-based observability analysis links the observability of a distributed system to a graph representing the flow of measurement information between its members [25]. Here, graph topologies are combined with prior Lie derivative results to propose sufficient graphical conditions for system orbit observability, providing a simple initial indication of whether orbits are likely to be strongly or weakly observable in the analytic sense. Prior research has assumed instantaneous global information access across the system [12, 13] whereas this work assumes observers have limited access to measurement information. This allows more granular modeling of observability variations for different observers and inclusion of physical system limitations.

3.1 Topology Definition

Consider a system of \( N \) objects forming the set \( S \). Within \( S \) are subsets of observers \( O \), passive objects \( P \), and beacons \( B \). Beacons may be either external beacons \( B_e \subseteq B \) or internal beacons \( B_i \subseteq B \). The system directed measurement graph [26] is defined as \( G = (S, M, W) \). \( S = O \cup P \cup B \) is the set of graph nodes and object states to be estimated. \( M \subseteq S \times S \) is the set graph edges. Edges describes the directed flow of measurement information from target to observer. \( W \) is the weight corresponding to each edge. An edge from target \( j \) to observer \( i \) is denoted \( j \rightarrow i \) with weight \( w_{ji} \). Edges may represent absolute position measurements (iff \( j \in B \)) or bearing angles. Unless specified, \( w_{ji} = 1 \). Figure 3 presents an example. Observers may also communicate over the ISL: consider a set \( C \) of directed communication edges which allow sharing of relevant measurement information. Figure 4 presents an example with \( C = \{ a \rightarrow c, c \rightarrow d, d \rightarrow c \} \). The resulting measurement edges are displayed in Figure 5.

Define \( T_i \) as the set of targets of observer \( i \) and \( C_i \) as the set of remote observers \( i \) communicates with. Then \( i \) receives measurements of (and estimates the states of) objects in subsystem \( S_i = T_i \cup C_i \cup \{i\} \). Denote the complete set of targets for all \( j \in C_i \) as \( T_{C_i} = \{ k \mid k \in T_j, j \in C_i \} \). As per Section 2 observer \( i \) only utilizes measurements of targets \( k \in S_i \). There-
expressed in state space form is

\[
\dot{x} = f(x) = \begin{bmatrix}
f(x_1) \\
f(x_2) \\
\vdots \\
f(x_N)
\end{bmatrix}
\quad z = h(x) = \begin{bmatrix}z_1(x) \\
z_2(x) \\
\vdots \\
z_{N_m}(x)
\end{bmatrix}
\]

where \( x \in \mathbb{R}^{6N} \) and \( z \in \mathbb{R}^{3N_m} \). The zeroth- and
first-order Lie-derivatives of the system are

\[
L^0_f h(x) = h(x) \quad L^1_f h(x) = \frac{\partial h(x)}{\partial x} f(x)
\]

and the \( q \)-order Lie-derivative is

\[
L^q_f h(x) = L_f(L^q_f^{-1} h(x))
\]

The observability matrix \( O \) for the system is then

\[
O_q = \frac{\partial}{\partial x} \begin{bmatrix}
L^0_f h(x) \\
L^1_f h(x) \\
\vdots \\
L^q_f h(x)
\end{bmatrix} = \frac{\partial}{\partial x} \begin{bmatrix}
h(x) \\
\frac{\partial h(x)}{\partial x} f(x) \\
\frac{\partial^2 h(x)}{\partial x^2} f(x)^2 \\
\vdots \\
\frac{\partial^q h(x)}{\partial x^q} f(x)^q
\end{bmatrix}
\]

The Lie derivative criterion states that if rank(\( O_q \)) = \( 6N_s \) for some \( q > 0 \) and there are \( 6N_s \) linearly independent columns of \( O_q \), the system is locally weakly observable (LWO) at \( x \) to \( q \)-th-order [27]. Note that intuitively, rows of \( O_q \) correspond to measurement information and columns of \( O_q \) correspond to the state space to be estimated. Thus, the aim of the criterion is to show that enough measurement information exists to observe or ‘span’ the estimated state. Angles-only space systems have been investigated to 2nd and 3rd-order by Hu et al. [12,13] using Keplerian dynamics, Cartesian states and unit vector measurements. It is proven that a system composed of an external beacon and \( N_t \) targets is second-order LWO if at least \( N_t \) edges fully connect all targets and the beacon. Furthermore, a system without a beacon consisting of \( N_s \) objects is third-order LWO if at least \( N_s \) edges fully connect all objects. In other words, the observer must have access to \( N_m \geq N_s \) unique measurements, where ‘unique’ measurements occur between a unique object pair. Hu et al. also show that for some \( z_{ij} \) to contribute to observability, \( i \) and \( j \) must possess distinct orbit planes or distinct orbit altitudes. In ROE, this corresponds to \( \delta i \neq 0 \) (distinct orbit planes) and \( \delta \neq \delta e \neq 0 \) or \( \delta a \neq 0 \) (distinct orbit altitudes). Measurements fulfilling this condition are ‘proper’ as opposed to ‘improper’. In practice, perturbed dynamics improve observability and make improper edges somewhat observable, but graphs with proper edges remain comparatively much more observable, as demonstrated in Section 4.
3.4 Observability Conditions

Table 1 summarizes observability when the criteria of [12] are applied to measurement sets for two- and three-spacecraft subsystems. Rows 2 and 5 of Table 1 are unobservable because $N_m < N_s$. In Row 3 of Table 1 even though $N_m \geq N_s$, the system is unobservable. Equation (11) implies $z_{ji} = -z_{ij}$ such that the measurements are non-unique; the $z_{ij}$ rows of $O_q$ are a linear combination of existing $z_{ji}$ rows and cannot increase matrix rank. Remaining rows of Table 1 are observable because either $N_m \geq N_t$ for systems with beacons (Rows 1, 4) or $N_m \geq N_s$ for systems without beacons (Rows 6, 7) with all measurements occurring between unique object pairs.

In summary, consider an observer with a two- or three-spacecraft subsystem. If the observer is an internal beacon, its own orbit is observable by definition. For an observer to be an internal beacon, as per Table 1, it requires access to one or more of the following sets of subsystem information:

1. A remote bearing angle of itself, measured by
   (a) Another observer which is a beacon (Row 1 in Table 1)
   (b) Another observer, which is itself a target of the local observer (Row 7 in Table 1)
2. A local bearing angle of a target, and a remote bearing angle of the same target, measured by
   (a) Another local target (Row 6 in Table 1)
   (b) Another observer which is a beacon (Row 4 in Table 1)

Now consider an observer with a subsystem of arbitrary size. If at least one two- or three-spacecraft subgraph of its nodes and edges fulfills the above conditions, it likewise becomes an internal beacon. Via the Lie derivative conditions, the orbits of any targets connected to it via measurement edges are also observable. Complete system observability is achieved when each observer is a beacon or the target of a beacon, and each passive object is the target of a beacon. Measurements granting observability must additionally be proper. These conditions are considered sufficient for angles-only observability, as is demonstrated in Section 4. Systems fulfilling the above conditions are ‘proper’; systems which do not are ‘improper’. To formally apply these conditions to the earlier topology condition, Algorithm 1 is proposed for determining analytic observability. The following paragraphs describe its reasoning with an accompanying example in Figure 6.

Step 1) in Algorithm 1 initializes graph nodes, as defined by the user. Step 2) generates visible local targets and connected remote observers for each observer, either pre-defined by the user or computed through simulation. Step 3) initializes graph edges and edge weights.

Step 4) initializes graph edges for each observer subsystem. If the subsystem contains $N_s$ objects, including the observer, there may be $N_s − 1$ edges specifically directed to the observer. Additionally, if the observer is an external beacon, there is an edge directed from itself to itself. Edges from local targets to the observer are initialized with $w = 1$ because these measurements are available by definition. Edges from remote observers (which are not local targets) to the observer are initialized with $w = 0$ because these measurements are not necessarily available.

Step 5) accounts for remote measurements. If the remote observer is a beacon, it broadcasts its known orbit state by definition and the corresponding $w$ is incremented. Similarly, if the observer receives a remote measurement of a local target, the edge is geometrically unique and the corresponding $w$ is incremented. In this fashion, edge weights explicitly count the number of distinct measurements of an object. If the observer receives a remote measurement of itself, recall that the measurement is not distinct if the remote observer is also a local target; thus, $w$ is only incremented if this is not the case.

<table>
<thead>
<tr>
<th>Objects</th>
<th>States</th>
<th>Meas. List</th>
<th>Observability</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i \in B$</td>
<td>$x_i$</td>
<td>$z_{ij}$</td>
<td>2nd-order</td>
</tr>
<tr>
<td>$j \in P$</td>
<td>$x_j$</td>
<td>$z_{ji}$</td>
<td>(to 3rd-order)</td>
</tr>
<tr>
<td>$i \in O$</td>
<td>$x_i$</td>
<td>$z_{ji}$</td>
<td>None</td>
</tr>
<tr>
<td>$j \in O$</td>
<td>$x_j$</td>
<td>$z_{ij}$</td>
<td>(to 3rd-order)</td>
</tr>
<tr>
<td>$i \in O$</td>
<td>$x_i$</td>
<td>$z_{ki}$</td>
<td>None</td>
</tr>
<tr>
<td>$j \in O$</td>
<td>$x_j$</td>
<td>$z_{kj}$</td>
<td>(to 3rd-order)</td>
</tr>
<tr>
<td>$k \in P$</td>
<td>$x_k$</td>
<td>$z_{kj}$</td>
<td>3rd-order</td>
</tr>
<tr>
<td>$i \in O$</td>
<td>$x_i$</td>
<td>$z_{ki}$</td>
<td>3rd-order</td>
</tr>
<tr>
<td>$j \in O$</td>
<td>$x_j$</td>
<td>$z_{kj}$</td>
<td></td>
</tr>
<tr>
<td>$k \in O$</td>
<td>$x_k$</td>
<td>$z_{ij}$</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Analytic observability results when applying measurement conditions from [12].
Algorithm 1: Compute system topology and analytic observability.

**Data:** System parameters.

**Result:** System topology and analytic observability.

1. Initialize $B, O, P, S$ from inputs.
2. For all $i \in O$:
   
   (a) Generate $T_i, C_i$ from inputs.
   
   (b) For all $j \in C_i$: add $j \to i$ to $C$.
3. Initialize $M = W = \emptyset$.
4. For all $i \in O$:
   
   (a) If $i \in B$: add $i \to i$ to $B$; $w_{ii} = 1$ to $W$.
   
   (b) For all $j \in T_i$: add $j \to i$ to $M$; $w_{ji} = 1$ to $W$.
   
   (c) For all $j \in (C_i \setminus T_i)$: add $j \to i$ to $M$; $w_{ji} = 0$ to $W$.
5. For all $j \to i$ in $C$:
   
   (a) If $j \in B$: $w_{ji} += 1$.
   
   (b) For all targets $k \in T_j$:
       
       • If $k \in (T_i \cup C_i)$: $w_{kj} += 1$.
       
       • If ($k = i$) $\land$ ($j \notin T_i$): $w_{ji} += 1$.
6. For all $i \in (O \setminus B)$:
   
   (a) If ($\sum_{j \in S_i} w_{ji} \geq \text{card}(S_i)$) add $i$ to $B$.
7. Repeat Steps 3-6 until $B_i$ is unchanged between iterations.
8. For all $i \in O$:
   
   • If $i \notin B$: $i$ is cannot observe the orbit state of its subsystem. Modifications are required.
9. For all $i \in P$:
   
   • If $\{j \rightarrow i \mid j \in B \} \cap M = \emptyset$: the orbit of $i$ is unobservable. Modifications are required.

Step 6) examines observability of each observer’s subsystem. To estimate its own orbit, it has been established that the observer requires $N_m \geq N_s$. Thus, if the sum of edge weights is greater than or equal to the number of objects in the subsystem, the observer’s orbit is the observable and it becomes a beacon. Consequently, orbits of all objects connected to it via directed measurement edges are observable.

Step 7) notes that observers may be promoted to internal beacons if they meet topological conditions. If so, connectivity is improved: in addition to bearing angles, beacons broadcast an absolute orbit estimate and subsequently increase edge weights as per Step 5a). Thus, if observer $i$ becomes a beacon, other observers $j$ with $i \in C_j$ may also promote to beacons. Propagation of beacon status throughout the system is accounted for by repeating Steps 3) to 6). Step 8) confirms that each observer is a beacon that may observe the orbit state of its subsystems. Step 9) confirms that all passive objects are the target of a beacon are thus observable.

Inclusion of graph weights allows for a simple per-subsystem visual assessment of observability as well as a basic assessment of quality of observability: the greater the ratio

$$q_i = \left(\sum_{j \in S_i} w_{ji}\right)/\text{card}(S_i) \quad [21]$$

the more unique measurements are available to the observer with correspondingly stronger observability (ignoring other factors such as measurement quality).

---

Fig. 6: An example progression of Algorithm 1 for a six-object system.
4. Numeric Observability

Numeric observability analysis quantitatively characterizes system state observability for a given set of input measurements. In contrast to the analytic approach, the numeric approach incorporates system-level errors and uncertainties, perturbed dynamics, and auxiliary state observability. It therefore provides a more rigorous and physically relevant result at the cost of additional computation. This research extends the method of Koenig et al. [4,10,11] which directly estimates a state covariance matrix using measurement sensitivity and noise matrices. This is preferred over other metrics such as the observability Gramian because estimated uncertainty of specific state components can be directly related to mission requirements. Specific extensions include the effects of dynamics model uncertainty, partial measurement availability, and added auxiliary states.

4.1 Covariance Formulation

Consider a function providing a set of local measurements \( m \) to an observer, as a function of observer index \( i \), state estimation epoch \( t_0 \), system state \( x_0 = x(t_0) \), and measurement epoch \( t \). Recall the clock offset of observer \( i \) at epoch \( t \), \( c_{err}(i,t_0,x_0,t) \). Then, the function has the form

\[
m_i(t) = h(i, t_0, x_0, t + c_{err}(i,t_0,x_0,t))
\]

Measurements are computed by propagating \( x_0 \) from \( t_0 \) to measurement epoch \( t \) and applying the relevant measurement model to the propagated state.

Let there be remote observers \( C_i = \{j, k, l, \ldots\} \) such that the set of subsystem observers is \( O_i = \{i, j, k, l, \ldots\} \). The batch of measurements received by observer \( i \) from itself and connected remote observers at epoch \( t \) is \( M_i(t) \). Furthermore, let measurements be provided at \( N_i \) epochs \( t_1, \ldots, t_{N_i} \), collectively referred to as \( t_m \). Across all epochs, the batch of measurements received by observer \( i \) is \( M_i(t_m) \), with

\[
M_i(t) = \begin{pmatrix} m_i(t) \\ m_j(t) \\ m_k(t) \\ \vdots \\ m_l(t) \end{pmatrix} \quad M_i(t_m) = \begin{pmatrix} M_i(t_1) \\ \vdots \\ M_i(t_{N_i}) \end{pmatrix}
\]

Partition state \( x \) into estimated components \( x_{est} \) and components provided a-priori \( x_{prior} \). The sensitivity matrix \( Y_{est} \) is formed by evaluating the partial derivatives of each measurement with respect to each component of \( x_{est} \), via

\[
Y_{est} = \left. \frac{\partial M_i(t_m)}{\partial x_{est}} \right|_{x}
\]

Partial derivatives are computed using central differences with

\[
h^+ = h(i, t_0, x_0 \pm \Delta x, t) + c_{err}(i,t_0,x_0 \pm \Delta x, t)
\]

\[
\left. \frac{\partial h}{\partial x} \right|_x = \frac{h^+ - h^-}{2||\Delta x||}
\]

where \( \Delta x \) is a vector that is zero except for the state component where sensitivity is being evaluated.

The observability analysis leverages the following model \([11] \) for the relationship between covariance matrix \( R \) for the measurement batch and covariance matrix \( P_{est} \) for the estimated state, given by

\[
R = Y_{est} P_{est} Y_{est}^T
\]

When \( Y_{est} \) is full column rank, \( P_{est} \) is computed as

\[
P_{est} = \left( Y_{est}^T Y_{est} \right)^{-1} \left( Y_{est}^T R Y_{est} \right) \left( Y_{est}^T Y_{est} \right)^{-1}
\]

The matrix \( R \) consists of three covariance contributions, with

\[
R = R_{sen} + R_{prior} + R_{dyn}
\]

\( R_{sen} \) denotes measurement noise arising from the sensor, \( R_{prior} \) denotes measurement noise arising from uncertainty in any a-priori information, and \( R_{dyn} \) denotes measurement noise arising from dynamics model uncertainty (e.g., due to unmodeled or mismodeled perturbations). \( R_{sen} \) and \( R_{prior} \) are given by

\[
R_{sen} = \begin{bmatrix} R_{meas} & 0 & \ldots & 0 \\ 0 & R_{meas} & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & R_{meas} \end{bmatrix}
\]

\[
R_{prior} = Y_{prior} P_{prior} Y_{prior}^T
\]

where \( R_{meas} \) is the measurement noise covariance for a single measurement. Independent measurements with identical noise distributions are assumed. A typical choice for bearing angles is \( R_{meas} = (20')^2 I_4 \). The new \( R_{dyn} \) term is given by

\[
R_{dyn} = \begin{bmatrix} R_{proc} & 0 & \ldots & 0 \\ 0 & R_{proc} & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & R_{proc} \end{bmatrix}
\]

where \( R_{proc} \) is the cumulative uncertainty caused by process noise for a single measurement. \( R_{proc} \) has dependence on epoch \( t \), system state \( x(t) \), and user-defined process noise \( d^R = [d_{abs}, d_{rel}]^T \in \mathbb{R}^6 \). Process noise \( d^R \) consists of perturbing accelerations in
\( \mathcal{R} \) for the observer absolute orbit and target relative orbits. Typical approximate values in LEO are \( d_{\text{abs}} = 10^{-7}[1, 1, 1] \text{ m/s}^2 \) and \( d_{\text{rel}} = 10^{-9}[1, 4, 1] \text{ m/s}^2 \).

To compute \( \mathbf{R}_{\text{proc}} \) for bearing angle measurements, consider the combined time-varying orbit state and orbit covariance for an observer and target at \( t \):

\[
\mathbf{x}(t) = [\mathbf{\alpha}(t), \delta \mathbf{\alpha}(t)] \in \mathbb{R}^{12}
\]

\[
\Sigma(t) = \begin{bmatrix}
\Sigma_\alpha & \mathbf{0}^{6 \times 6} \\
\mathbf{0}^{6 \times 6} & \Sigma_{\delta \alpha}
\end{bmatrix} \in \mathbb{R}^{12 \times 12}
\]

Given \( \Sigma(t) \), the propagated covariance \( \Sigma(t + \Delta t) \) is computed via

\[
\Sigma(t + \Delta t) = A(x(t)) \Sigma(t) A^\top(x(t)) + B(x(t)) \text{diag}(d^R \Delta t) B^\top(x(t))
\]

where \( A(x(t)) \in \mathbb{R}^{12 \times 12} \) is the time-varying state transition matrix \( [19] \) and \( B(x(t)) \) is the RTN control input matrix \( [28] \). The state covariance due to dynamics uncertainty is initialized as \( \Sigma(t_0) = \mathbf{0}^{12 \times 12} \) at estimation epoch \( t_0 \). At each subsequent epoch, \( \Sigma(t) \) is converted to \( \mathbf{R}_{\text{proc}}(t) \) via an unscented transform from orbit states to bearing angles. In this fashion, \( \mathbf{R}_{\text{dyn}} \) captures increasing measurement uncertainty with time due to mismodeled dynamics and correlation of uncertainty with orbit state.

### 4.2 Partial Measurement Availability

To apply the numeric observability computation to a system, its topology is first generated via Algorithm \([1]\) \( \mathbf{M}(t) \) and \( \mathbf{P}_{\text{est}} \) can then be computed for each subsystem. However, recall from Section \([3]\) that beacon status can propagate between observers: an observer \( j \) may rely on the absolute state estimate \( \mathbf{z}_i \) broadcast by remote beacon \( i \) to attain subsystem observability for itself. If so, \( \mathbf{R}_{\text{mean}} \) for \( \mathbf{z}_i \) is the absolute state uncertainty computed in \( \mathbf{P}_{\text{est}} \) for subsystem \( i \). It is therefore necessary to compute subsystem \( \mathbf{P}_{\text{est}} \) estimates in order, such that subsystems reliant on remote state estimates from \( i \) compute their \( \mathbf{P}_{\text{est}} \) after \( i \). Upon completion, all subsystem \( \mathbf{P}_{\text{est}} \) may be combined to produce a system-wide metric, such as worst-case uncertainty across all objects.

Furthermore, measurement availability throughout \( t_m \) is often inconsistent due to varying inter-spacecraft geometry, sensor attitudes, and target visibility conditions. Numerical checks are performed at each epoch to confirm measurement availability. If unavailable, the corresponding row in \( \mathbf{Y}_{\text{est}} \) is removed. Physical measurement constraints are thus accounted for. Additionally, if no measurements are sensitive to a specific state component, the corresponding column in

<table>
<thead>
<tr>
<th>Model</th>
<th>Perturbations</th>
<th>Propagation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kepler</td>
<td>None</td>
<td>Analytic</td>
</tr>
<tr>
<td>( J_2 )</td>
<td>( J_2 ) gravity</td>
<td>Analytic</td>
</tr>
<tr>
<td>5x5</td>
<td>5x5 spherical harmonic gravity</td>
<td>RK4 integrator 60s timestep</td>
</tr>
</tbody>
</table>

Table 3: Dynamics models for numerical analysis.

\( \mathbf{Y}_{\text{est}} \) is removed to maintain numerical stability. Such state components are unobservable.

### 4.3 Numeric State Observability Assessment

To illustrate the numeric method, it is first useful to assess angles-only observability when varying estimated states and orbit geometries. Tables \([2, 4]\) present orbit geometry, dynamics models, and default hardware parameters. Absolute orbits include near-circular low Earth orbit (LEO), eccentric Earth orbit (EEO) and medium Earth orbit (MEO). Formations include an E/I-vector separated swarm (EI) at close inter-object separations with significant relative motion; an in-train formation (IT) at close separations with little relative motion; and a constellation (CO) at far separations with equally-spaced orbit planes and mean anomalies. Each formation consists of four observers \( \{i, j, k, l\} \) such that the ROE between pairs \( \{i, j\}, \{j, k\}, \{k, l\} \) are identical as per Table \([2]\). The VBS consistently points in the (anti)-velocity direction for IT and EI cases, or cyclically points at each target in subsequent epochs for CO cases. Measurements are generated across two orbits with fifty equally-spaced measurements per orbit.

Results are presented in Table \([5]\) for the complete dynamics model. The overbar denotes a mean uncertainty across all system objects, normalized by semimajor axis where appropriate. Column 1, where only the relative orbit is estimated, is expected to be 2nd-order LWO. Column 2, where absolute and rela-
4.4 Numeric Validation of Analytic Observability

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spacecraft mass</td>
<td>50 kg</td>
</tr>
<tr>
<td>Spacecraft surface area</td>
<td>1 m²</td>
</tr>
<tr>
<td>Spacecraft ballistic coeff.</td>
<td>0.025</td>
</tr>
<tr>
<td>VBS FOV</td>
<td>$12^\circ \times 10^\circ$</td>
</tr>
<tr>
<td>VBS detectable magnitude</td>
<td>7.5</td>
</tr>
<tr>
<td>VBS sun exclusion angle</td>
<td>45°</td>
</tr>
<tr>
<td>VBS noise ($\sigma$)</td>
<td>($20''$, $20''$)</td>
</tr>
<tr>
<td>GNSS position noise ($\sigma$)</td>
<td>($10$, $10$, $10$) m</td>
</tr>
<tr>
<td>GNSS velocity noise ($\sigma$)</td>
<td>($0.02$, $0.02$, $0.02$) m/s</td>
</tr>
<tr>
<td>ISL radio range</td>
<td>2000 km</td>
</tr>
<tr>
<td>Process noise (absolute)</td>
<td>($10^{-1}$, $10^{-7}$) m/s²</td>
</tr>
<tr>
<td>Process noise (relative)</td>
<td>($10^{-9}$, $4 \times 10^{-9}$, $10^{-9}$) m/s²</td>
</tr>
<tr>
<td>Clock offset (initial)</td>
<td>1 second</td>
</tr>
<tr>
<td>Clock drift rate (initial)</td>
<td>1 µs/s</td>
</tr>
</tbody>
</table>

Table 4: Default parameters for numeric analysis.

Table 5: Estimated 1-σ state uncertainty for varying state components and orbit geometry.

Table 6 presents minimum and maximum numeric orbit uncertainties for proper versus improper systems. In the majority of cases, the maximum orbit uncertainty of a proper system is orders of magnitude smaller than the minimum orbit uncertainty of an improper system. Exceptions are observed for IT systems which possess large uncertainties despite being topologically proper; this is because the measurements themselves are very close to improper. A separate exception is the constellation. The minimum uncertainty for improper systems (occurring when
Table 6: Numeric orbit uncertainty ranges for proper vs. improper systems.

<table>
<thead>
<tr>
<th>Orbit</th>
<th>Rel.</th>
<th>Dynamics</th>
<th>Proper System</th>
<th>Improper System</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEO EI</td>
<td>Kepler</td>
<td>0.00003, 0.0429</td>
<td>13.94, 3990</td>
<td>12.99, 838.9</td>
</tr>
<tr>
<td>LEO EI</td>
<td>J_{2}</td>
<td>0.00003, 0.04203</td>
<td>13.94, 1809</td>
<td>12.99, 583.9</td>
</tr>
<tr>
<td>LEO EI</td>
<td>Complete</td>
<td>0.00003, 0.04197</td>
<td>12.87, 826.8</td>
<td>14750, 103000</td>
</tr>
<tr>
<td>LEO IT</td>
<td>Kepler</td>
<td>0.00003, 3.352</td>
<td>14750, 103000</td>
<td>0.00001, 0.00490</td>
</tr>
<tr>
<td>EEO EI</td>
<td>Kepler</td>
<td>0.00001, 0.00599</td>
<td>0.3544, 3.728</td>
<td>0.00001, 0.00490</td>
</tr>
<tr>
<td>MEO CO</td>
<td>Kepler</td>
<td>0.00001, 0.00599</td>
<td>0.00592, 60.06</td>
<td>12.99, 838.9</td>
</tr>
</tbody>
</table>

5. Observability Optimization

This paper considers Type 3 and Type 4 systems with \( N_s = 3 \), as per Row 5 in Table 1, and follows expected trends for Type 3 and Type 4 systems. For Type 1 EI and IT swarms, even for \( N_s \geq 4 \), results for Type 3 and Type 4 systems are consistent and follow expected trends in that additional measurements reduce orbit uncertainty. Type 2 systems possess less consistency. For the EI/LEO case, systems with \( N_s \) greater than 3 are observable; Type 1 systems with \( N_s < 3 \) are not observable via Algorithm 1. Type 2 systems with \( N_s > 3 \) are invalid due to the communication limitations imposed by the topology definition. Work by Hu et al. [13] which assumes global communication considers such systems valid and observable and proposes Type 1 systems with \( N_s \geq 4 \) are analytically observable also.

Table 7 presents a comparison of system types. In practice, Type 1 systems are only numerically observable for the constellation; observability remains poor for Type 1 EI and IT swarms, even for \( N_s \geq 4 \). Results for Type 3 and Type 4 systems are consistent and follow expected trends in that additional measurements reduce orbit uncertainty. Type 2 systems possess less consistency. For the EI/LEO case, systems with \( N_s \) greater than 3 are observable; Type 1 systems with \( N_s < 3 \) are not observable via Algorithm 1. Type 2 systems with \( N_s > 3 \) are invalid due to the communication limitations imposed by the topology definition. Work by Hu et al. [13] which assumes global communication considers such systems valid and observable and proposes Type 1 systems with \( N_s \geq 4 \) are analytically observable also.

Table 7: Maximum estimated orbit uncertainty for the given system and measurement set.

<table>
<thead>
<tr>
<th>Type</th>
<th>Members</th>
<th>Measurements</th>
<th>Orbit Uncertainty (% of a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>i, j</td>
<td>( z_{ji} )</td>
<td>1.66, 2590, 0.61</td>
</tr>
<tr>
<td>2</td>
<td>i, j, k</td>
<td>( z_{ji,ki} )</td>
<td>15.0, 16.1, 0.0069</td>
</tr>
<tr>
<td>3</td>
<td>i, j, k, l, m</td>
<td>( z_{ji,ki,li,mi,jm,im} )</td>
<td>10.6, 11.4, 0.0058</td>
</tr>
<tr>
<td>4</td>
<td>i, j, k, l, m, n</td>
<td>( z_{ji,ki,li,mi,jm,im,in} )</td>
<td>9.7, 10.4, 0.0057</td>
</tr>
</tbody>
</table>

Fig. 7: Four topology types for a four-object system.

Table 7: Maximum estimated orbit uncertainty for the given system and measurement set.
5.1 Design State Space

Relationships between system parameters and navigation performance, these requirements must be specifically addressed during the system design phase. This section places the analytic and numeric methods from Sections 3 and 4 within an optimization framework to propose a proof-of-concept method for flexible, automatic optimization of system observability in accordance with designer preferences.

5.1 Design State Space

In results thus far, five core system properties have been found to affect observability:

1. The number of unique bearing angle edges accessible by the observer, as per the sum of relevant edge weights in its subsystem topology.
2. The number of bearing angle measurements received for each edge throughout the measurement period, as per the rows in $Y_{est}$.
3. The sensitivity of each received bearing angle measurement to the subsystem state and its variability and nonlinearity throughout the measurement period, as expressed in $Y_{est}$.
4. The amount of measurement noise and uncertainty, as expressed in $R$.
5. The estimated state components, as per the columns in $Y_{est}$.

Each is dependent on physical aspects of the system. The measurement topology is affected by the number of active observers and passive targets within the system and which targets prove navigable by which observers, as influenced by orbit geometry, sensor hardware and attitude, target visibility, and ISL communication range. The number of bearing angle measurements received in total likewise depends on these parameters as well as the measurement frequency and total measurement period. The variability and nonlinearities present in bearing angle measurements are dependent on orbit geometry and absolute and differential dynamics. Measurement noise is influenced by both sensor and process noise. The state space for optimization is therefore complex and to limit problem scope, two specific case studies for DSS design in lunar orbit are defined as follows. The lunar scenario is of interest due to its variety of potential near-future applications and challenges of employing external localization methods such as GNSS or DSN measurements.

5.2 Case Study 1

Consider a swarm of spacecraft performing distributed science operations in a quasi-frozen low lunar orbit. It is desired to estimate the absolute orbit, relative orbit and clock parameters of each swarm member using angles-only methods. Science and collision avoidance requirements specify initial nominal OE and allowable ROE ranges of

$$\alpha = [1850 \text{ km}, -0.0482, 0.0120, 89^\circ, 166^\circ, 270^\circ]^T$$

$$\delta \alpha_{\text{min}} = [0, 40 \text{ km}, 0, 1000 \text{ m}, 0, 1000 \text{ m}]^T$$

$$\delta \alpha_{\text{max}} = [0, 60 \text{ km}, 0, 4000 \text{ m}, 0, 4000 \text{ m}]^T$$

Across the system, define the worst-case observer absolute position uncertainty $\Sigma_{r} \in \mathbb{R}^3$; worst-case target relative position uncertainty $\Sigma_{\delta r} \in \mathbb{R}^3$; and worst-case differential clock uncertainty $\Sigma_{\delta c_{err}}$. To meet mission requirements, the system must fulfill

$$||\Sigma_{r}||_2 < \Sigma_{\text{goal}}^{r} = 100 \text{ m}$$

$$||\Sigma_{\delta r}||_2 < \Sigma_{\text{goal}}^{\delta r} = 50 \text{ m}$$

$$\Sigma_{\delta c_{err}} < \Sigma_{\text{goal}}^{\delta c_{err}} = 100 \text{ ms}$$

using two orbits of measurements.

For simplicity, it is assumed ROE between each pair of neighboring objects (with respect to $u$) are identical. Physical parameters of each object are also assumed identical with default values as per Table 4.

Observers and targets are arranged such that passive targets are in the center of the swarm with respect to $u$; half of the observers fly ahead of passive targets with VBS pointed in the anti-velocity direction and half of the observers fly behind passive targets with VBS pointed in the velocity direction. For swarm members in sufficiently similar orbits this arrangement produces the most possible bearing angle edges without requiring active target pointing. Figure 8 presents a schematic.

![Figure 8: A notional schematic of a five-member swarm. 'Neighbors' are pairs \{i, j\}, \{j, k\}, and so on.](image)

Parameters $p_i$ to be optimized are displayed in Table 8. Each is constrained to a valid interval $g_i =$
5.3 Case Study 2

Table 8: Optimization variables for Case Study 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Valid Interval</th>
<th>Step Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$</td>
<td>Number of observers</td>
<td>[1, 10]</td>
<td>1</td>
</tr>
<tr>
<td>$p_2$</td>
<td>Number of passive targets</td>
<td>[0, 10]</td>
<td>1</td>
</tr>
<tr>
<td>$p_3$</td>
<td>$\delta \lambda$</td>
<td>[10, 100] km</td>
<td>1 km</td>
</tr>
<tr>
<td>$p_4$</td>
<td>$\delta e_x, \delta e_y$</td>
<td>[0, 0.1]</td>
<td>0.001</td>
</tr>
<tr>
<td>$p_5$</td>
<td>$\delta \iota, \delta \lambda$</td>
<td>[0, 0.1]</td>
<td>0.001</td>
</tr>
<tr>
<td>$p_6$</td>
<td>VBS FOV</td>
<td>[10, 90]°</td>
<td>1°</td>
</tr>
<tr>
<td>$p_7$</td>
<td>VBS detectable magnitude</td>
<td>[5, 10]</td>
<td>0.1</td>
</tr>
<tr>
<td>$p_8$</td>
<td>VBS measurement noise</td>
<td>[5, 30]°</td>
<td>1°</td>
</tr>
<tr>
<td>$p_9$</td>
<td>Process noise factor</td>
<td>[10^{-3}, 10]</td>
<td>10^{-3}</td>
</tr>
<tr>
<td>$p_{10}$</td>
<td>Measurement frequency</td>
<td>[60, 300] sec</td>
<td>5 sec</td>
</tr>
<tr>
<td>$p_{11}$</td>
<td>Communication range</td>
<td>[200, 10000] km</td>
<td>100 km</td>
</tr>
<tr>
<td>$p_{12}$</td>
<td>VBS per observer</td>
<td>[1, 2]</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 9: Optimization variables for Case Study 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Valid Interval</th>
<th>Step Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$</td>
<td>Observers per plane</td>
<td>[6, 9]</td>
<td>1°</td>
</tr>
<tr>
<td>$p_6$</td>
<td>VBS FOV</td>
<td>[30, 120]°</td>
<td>1°</td>
</tr>
<tr>
<td>$p_7$</td>
<td>VBS detectable magnitude</td>
<td>7, 12</td>
<td>0.1</td>
</tr>
<tr>
<td>$p_8$</td>
<td>VBS measurement noise</td>
<td>[5, 30]°</td>
<td>1°</td>
</tr>
<tr>
<td>$p_9$</td>
<td>Process noise factor</td>
<td>[10^{-2}, 10]</td>
<td>10^{-3}</td>
</tr>
<tr>
<td>$p_{10}$</td>
<td>Measurement frequency</td>
<td>[300, 900] sec</td>
<td>10 sec</td>
</tr>
<tr>
<td>$p_{11}$</td>
<td>Communication range</td>
<td>[2000, 20000] km</td>
<td>100 km</td>
</tr>
<tr>
<td>$p_{12}$</td>
<td>Number of orbit planes</td>
<td>[1, 6]</td>
<td>1</td>
</tr>
<tr>
<td>$p_{13}$</td>
<td>Orbit plane inclination</td>
<td>[30, 90]°</td>
<td>1°</td>
</tr>
</tbody>
</table>

Fig. 9: A notional schematic of a four-plane constellation with three observers (circles) per plane.

5.4 Cost Function Formulation

Denote the system design state space as $\mathbb{P}$ for an output design $p \in \mathbb{P}$. The goal of the optimization is to optimize $p$ with respect to a defined cost. This cost is related to a navigation performance metric where here, the basic navigation cost $J_\Sigma$ is defined quadratically as

$$
J_\Sigma(p) = \Sigma_r^T Q_r \Sigma_r + \Sigma_{\delta r}^T Q_{\delta r} \Sigma_{\delta r} + Q_{\delta c_{\text{err}}} \Sigma_{\delta c_{\text{err}}}^2 \Sigma_{\delta c_{\text{err}}}^2
$$

with weighting terms $Q_r, Q_{\delta r} \in \mathbb{R}^{3 \times 3}$ and $Q_{\delta c_{\text{err}}}$. In this paper, $Q_r = Q_{\delta r} = I_3$ and $Q_{\delta c_{\text{err}}} = v_{\text{max}}^2$, where $v_{\text{max}}$ is the maximum orbit velocity observed during the measurement period. Worst-case rather than mean navigation performance is optimized to ensure all system members meet the required performance goal. More generally, it is necessary to balance multiple costs: for example, adding another observer may improve observability but presents a non-trivial implementation cost. Practical constraints may make it be preferable to minimize the number of spacecraft or maintain a desired set of ROE as closely as possible. Additional cost terms must then be added to total
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5.5 Optimization Method

**Cost \( J(p) \).** Examples are provided below which may be modified to suit user preferences.

Define a system cost function \( J(p) \) as

\[
J(p) = J_{\text{plane}}(J_{\text{obs}} + J_{\text{tar}}) + J_{\text{nom}} + J_{\text{goal}} \tag{35}
\]

which accounts for costs of additional orbit planes \( J_{\text{plane}} \); observers per plane \( J_{\text{obs}} \); passive targets per plane \( J_{\text{tar}} \); deviation from nominal ROE \( J_{\text{nom}} \); and failure to meet goal performance \( J_{\text{goal}} \). Observer cost consists of various hardware costs and is defined as

\[
J_{\text{obs}}(p) = Q_{N_o}N_o(1 + J_{\text{vsb}} + J_{\text{isl}} + J_{\text{cpu}})J_{\Sigma} \tag{36}
\]

where \( N_o \) is the number of observers, \( Q_{N_o} \) is a weighting factor and \( J_{\text{vsb}}, J_{\text{isl}}, J_{\text{cpu}} \) are costs related to the optical sensor, ISL radio, and onboard processor respectively. The weighting factor is

\[
Q_{N+1} = \frac{Q_{N_o}}{(1 - f_o) N_o + 1} \quad \text{with} \quad Q_{1} = 1 \tag{37}
\]

This definition encodes the desired navigation performance benefit of adding an additional observer in \( 0 < f_o < 1 \). For example, choosing \( f_o = 0.2 \) ensures adding one observer must reduce \( J_{\Sigma} \) by at least 20% to improve cost \( J_{\text{obs}} \). Similarly,

\[
J_{\text{plane}}(p) = Q_{N_p}N_p \quad J_{\text{tar}}(p) = Q_{N_t}N_tJ_{\Sigma} \tag{38}
\]

\[
Q_{N+1} = \frac{Q_{N_o}}{(1 - f_o) N_o + 1} \quad Q_{N+1} = \frac{Q_{N_r}}{(1 - f_t) N_r + 1} \tag{39}
\]

This paper applies \( f_o = 0.35; f_t = 0.25; f_p = 0.75 \). Constituent terms of \( J_{\text{obs}} \) are defined as

\[
J_{\text{vsb}} = p_{12}\left( Q_{\text{fov}} \frac{p_4}{30^\circ} + Q_{\text{mag}} \frac{p_5}{7} + Q_{\text{meas}} \frac{20^\circ}{p_6} \right) \tag{40}
\]

\[
J_{\text{cpu}} = Q_{\text{proc}} \frac{1}{p_7} + Q_{\text{freq}} \frac{120 \text{ s}}{p_8} \tag{41}
\]

\[
J_{\text{isl}} = Q_{\text{comm}} \frac{p_9}{2000 \text{ km}} \tag{42}
\]

In order, each term accounts for the cost of sensors per observer: sensor FOV; sensor detectable magnitude; sensor measurement noise; dynamics process noise; measurement frequency; and radio communication range, via simple proportional functions. More realistic dependencies can be implemented given knowledge of available hardware options. This paper applies weightings \( Q_{\text{fov}} = 0.1; Q_{\text{meas}} = Q_{\text{mag}} = 0.2; Q_{\text{comm}} = Q_{\text{freq}} = 0.05; Q_{\text{proc}} = 0.001 \).

To define ROE cost penalties, consider a range of nominal ROE defined by minimum ROE \( \delta \alpha_{\text{min}} \) and maximum ROE \( \delta \alpha_{\text{max}} \). Penalized ROE lying outside this range are found via the elementwise maximum \( \delta \alpha_{\text{pen}} = \max(0, \delta \alpha_{\text{min}} - \delta \alpha, \delta \alpha - \delta \alpha_{\text{max}}) \). The ROE cost penalty is defined quadratically as

\[
J_{\text{nom}}(p) = N_p(N_o + N_t)\delta \alpha_{\text{pen}}Q_{\text{nom}}\delta \alpha_{\text{pen}} \tag{43}
\]

where \( Q_{\text{nom}} \in \mathbb{R}^{6 \times 6} \) is a weighting matrix determining penalization of specific ROE. This paper applies \( Q_{\text{nom}} = \text{diag}(100, 0.01, 1, 1, 1, 1) \) m. Finally, the navigation performance penalty is defined by

\[
J_{\text{goal}}(p) = Q^g_{\text{goal}}\max(0, ||\Sigma r||^2 - ||\Sigma^g||^2)^2 + Q^s_{\text{goal}}\max(0, ||\Sigma^\delta r||^2 - ||\Sigma^g||^2)^2 + Q^c_{\text{sensor}}\max(0, ||\Sigma^\delta_{\text{sensor}}||^2 - ||\Sigma^g||^2)^2 \tag{44}
\]

This paper applies weights \( Q^g_{\text{goal}} = Q^s_{\text{goal}} = Q^c_{\text{sensor}} = 10^3 \) to penalize the design towards achieving the navigation performance constraint.

Recall that the valid design domain \( \mathbb{P} \) is limited to intervals \( g_i = [l_i, u_i] \) as in Tables 8-9. Solutions are therefore subject to a vector of box constraints \( l \leq p \leq u \). The optimization problem is expressed as

\[
\min_{p \in \mathbb{P}} J(p) \tag{45}
\]

s.t. \( l \leq p \leq u \)

where the problem constraints and domain are convex. However, the cost function is non-convex because state uncertainties \( \Sigma \) in \( J_{\Sigma} \) are not convex functions of \( p \). This can be verified by numeric computation of the Hessian which is not always positive definite for the given problem. Convergence to the global minimum is therefore not guaranteed but can be encouraged with a suitable optimization method.

5.5 Optimization Method

Given some design initialization \( p^0 \in \mathbb{P} \), the resulting graph topology \( \mathcal{G}^0 \) is computed as per Section 3 and is tested for analytic observability via Algorithm 1. If unobservable, parameters are increased via \( p_i \leftarrow p_i + 0.1(u_i - l_i) \) for \( i = 1, 6, 7, 10, 11 \), until constraints become active, and the graph and its analytic observability are recomputed. This parameter set aims to improve connectivity by increasing the total number of measurements and graph edges potentially available to observers. Numeric optimization commences once an observable initialization is found. At iteration \( k \), \( J_{\Sigma}(p^k) \) is computed using the numeric method of Section 4 and the result is used to compute system cost \( J(p^k) \). It is then necessary to compute a descent direction \( \gamma^k \) and step size \( \alpha^k \) which sufficiently reduce the cost function and converge towards a local cost minimum.
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The Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [33] is used to compute $\gamma_k^h$. BFGS is chosen because it is a quasi-Newton method which incorporates curvature information to accelerate convergence. Quasi-Newton methods also require fewer function evaluations than true Newton methods by approximating the Hessian with first-order information. To incorporate box constraints, the projected quasi-Newton BFGS (PQN-BFGS) algorithm proposed by Kim et al. [34] is applied. PQN-BFGS determines which variables are free (to be optimized over) or fixed (to remain unchanged) at each iteration and projects the quasi-Newton descent step onto the convex set prescribed by $l \leq p \leq u$. Gradients are computed using central differences and the step sizes in Tables 8-9. Inexact line search is used to choose $\alpha^k$ by examining the problem state at each iteration and projects the quasi-Newton descent step onto the convex set prescribed by $l \leq p \leq u$. Gradients are computed using central differences and the step sizes in Tables 8-9. Inexact line search is used to choose $\alpha^k$, applying the standard Wolfe conditions [33] to assess step validity. The initial guess for $\alpha^k$ is doubled or halved as appropriate. Optimization terminates when the minimum allowed discrete step size cannot decrease cost.

Note that the problem structure violates the conditions required for BFGS to converge to a global minimum. Firstly, the state space is discretized rather than continuous, implying a reduction in quality of the Hessian approximation. However, for the case studies above, the discretization retains convergent properties. Secondly, BFGS cannot guarantee reaching a global minimum for non-convex problems in which other critical points such as saddle points or local minima exist. Some optimization algorithms have been explicitly developed for enhanced performance in non-convex scenarios [35], but even so, convergence to a global minimum cannot be guaranteed in general. It is instead suggested here to augment BFGS with a post-convergence ‘exploration’ step motivated by insights into where local minima are likely to occur. Consider a system for which a local minimum exists at $p_a$ and a global minimum exists at $p_b$, such that $p_{a,1} = 6; p_{b,1} = 7; p_{a,7} = 2; p_{b,7} = 2.4$; and $p_{a,3} = p_{b,3}$ for all other parameters (Figure 10). Conceptually, $p_b$ adds another observer to improve connectivity and observability, but for the new measurements to become accessible and improve system cost, each VBS must be able to detect fainter targets. When at local minimum $p_a$, however, BFGS may naively test some $p^k_{i,B} = p_{a,7} + 0.1$ and determine that increasing $\gamma_k$ cannot decrease cost. Physical aspects such as target visibility lead to discontinuous mappings between hardware parameters, measurement availability, and system cost which prove challenging for first- and second-order methods to traverse. In response, at each iteration, the algorithm is instructed to explore in two directions using $p_k^{k+1} \leftarrow p_k^k + 1$ and $p_k^{k+1} \leftarrow p_k^k \pm 0.1(u_i - l_i)$ for $i = 6, 7, 10, 11$. This ensures any potential benefits of an additional observer and its measurements are taken advantage of by improved hardware. Constellations encounter additional discontinuities created by the unpredictable visibility of targets in separate orbit planes; thus, another exploration step of $p_k^{k+1} \leftarrow p_k^k + 2$ and $p_k^{k+1} \leftarrow p_k^k \pm 2$ is added to examine potential benefits of dividing fewer observers among more planes. This level of exploration was empirically chosen by examining the problem state space. Algorithm 2 presents pseudocode for the optimization.

![Fig. 10: A contour plot of system cost with local minima (red) and global minima (green).](image)

5.6 Optimization Results

Table 10 presents optimal design parameters for Case Studies 1 and 2, confirmed to be global optima via state space sampling. For the applied cost function weightings, the swarm in Case 1 converges to four active observers with four passive targets. Passive targets remain useful because they provide additional measurement edges while being less costly than adding an active observer. This configuration also suggests the concept of using large spacecraft carrying science instruments to deploy small observer spacecraft carrying VBS which provide cooperative real-time orbit determination. ROE converge to the
5.6 Optimization Results

Algorithm 2: Observability optimization.

Data: Initial design parameters $p^0$
Result: Optimal design parameters $p^*$
1. Compute $G^0$ and assess analytic observability.
2. While $G^0$ infeasible:
   (a) $p_i^0 \leftarrow p_i^0 + 0.1(u_i - l_i) \forall i \in \{1, 6, 7, 10, 11\}$
   (b) Recompute $G^0$ and assess observability
   (c) If all constraints are active, report failure
3. Initialize second-order gradient scaling matrix $S^0 \leftarrow I$, system cost $J^0 \leftarrow J(p^0)$, counter $k \leftarrow 0$
4. While $J^{k+1} < J^k$:
   (a) Compute projection $\Omega(p)$ of $p^k$ onto $[l, u]$
   (b) Compute gradient $\nabla J(p^k)$
   (c) Compute fixed and free parameter sets
   (d) Compute $\alpha_k$ using line search with Wolfe conditions
   (e) Compute $p^{k+1} \leftarrow \Omega[p^k - \alpha_k H^k \nabla J(p^k)]$
   (f) Compute $S^{k+1}$ via PQN-BFGS update
   (g) Compute $J^{k+1} \leftarrow J(p^{k+1})$
   (h) Perform exploration:
      i. Compute $J$ for $p_i^{k+1} \pm 1$ with $p_i^{k+1} \pm 0.1(u_i - l_i) \forall i \in \{6, 7, 10, 11\}$
      ii. If constellation: compute $J$ for $p_i^{k+1} \mp 2$
          and $p_i^{k+1} \pm 2$
   (i) If exploration cost less than updated cost:
       update $p^{k+1}$ and $J^{k+1}$
   (j) $k \leftarrow k + 1$
5. Return $p^*$

formation which produces the most relative motion while remaining within the nominal ROE range. Hardware parameters such as VBS FOV, detectable magnitude, and ISL range converge to the minimum values which enable complete graph connectivity. There is a strong preference towards reducing measurement noise and process noise to increase the observability of changes in state with respect to changes in measurements. The final estimated state uncertainties significantly improve over the performance goal and all constraints are successfully fulfilled.

The constellation in Case 2 converges to three active observers and three orbit planes. Any fewer observers per plane creates risks of temporary unobservability due to visibility constraints, whereas more observers per plane produces relatively limited improvements to observability. Similarly, three orbit planes with a 70°inclination balances the number of visible targets at each epoch, the amount of relative motion between planes, and the high cost of additional planes. The optimal VBS FOV and maximum detectable magnitude are much larger than the swarm case to account for farther inter-object separations and extreme radial and cross-track motion. These values are not necessarily realistic for typical space-borne cameras which may have FOV of <30° and a maximum detectable magnitude of ~7.5. Nevertheless, all performance goals and constraints are successfully fulfilled, including navigational redundancy of any one system member.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$</td>
<td>Number of observers</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>$p_2$</td>
<td>Number of passive targets</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>$p_3$</td>
<td>$\delta\lambda$</td>
<td>40 km</td>
<td>-</td>
</tr>
<tr>
<td>$p_4$</td>
<td>$\delta\eta_x/\delta\lambda$</td>
<td>0.1</td>
<td>-</td>
</tr>
<tr>
<td>$p_5$</td>
<td>$\delta\eta_y/\delta\lambda$</td>
<td>0.1</td>
<td>-</td>
</tr>
<tr>
<td>$p_6$</td>
<td>VBS FOV</td>
<td>19°</td>
<td>112°</td>
</tr>
<tr>
<td>$p_7$</td>
<td>VBS detectable magnitude</td>
<td>4.7</td>
<td>11.6</td>
</tr>
<tr>
<td>$p_8$</td>
<td>VBS measurement noise</td>
<td>5''</td>
<td>5''</td>
</tr>
<tr>
<td>$p_9$</td>
<td>Process noise factor</td>
<td>0.05</td>
<td>0.12</td>
</tr>
<tr>
<td>$p_{10}$</td>
<td>Measurement frequency</td>
<td>90 sec</td>
<td>360 sec</td>
</tr>
<tr>
<td>$p_{11}$</td>
<td>Communication range</td>
<td>400 km</td>
<td>7400 km</td>
</tr>
<tr>
<td>$p_{12}$</td>
<td>VBS per observer</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$p_{13}$</td>
<td>Number of orbit planes</td>
<td>-</td>
<td>3</td>
</tr>
<tr>
<td>$p_{14}$</td>
<td>Orbit plane inclination</td>
<td>-</td>
<td>78°</td>
</tr>
<tr>
<td>$\Sigma_{pos}$</td>
<td>Abs. position uncertainty</td>
<td>34 m</td>
<td>19 m</td>
</tr>
<tr>
<td>$\Sigma_{pos}$</td>
<td>Rel. position uncertainty</td>
<td>19 m</td>
<td>38 m</td>
</tr>
<tr>
<td>$\Sigma_{clock}$</td>
<td>Rel. clock uncertainty</td>
<td>19 m</td>
<td>21 ms</td>
</tr>
</tbody>
</table>

Table 10: Optimal design parameters and navigation performance after automatic optimization.
6. Conclusion

This paper constructs a set of unified observability analysis and design optimization tools for angles-only navigation of distributed space systems. To analytically determine whether a system is observable, a system graph topology representation is developed. The topology accounts for limited communication, visibility constraints, and applies weighted edges to enumerate unique bearing angle measurements available to an observer. By applying Lie derivative results, it is determined that observer spacecraft may estimate their own orbits and their targets’ orbits if the sum of edge weights directed to the observer’s node is greater than or equal to the size of the observer’s subgraph.

To numerically assess the achievable state uncertainty of an angles-only system, the observer state covariance is estimated using measurement sensitivity and noise matrices. The numeric method is augmented with new inclusions of time-varying physically correlated dynamics noise and partial measurement availability. Observability assessments for varying orbit geometries and estimated states reveal that observer clock offsets, differential ballistic coefficients and sensor biases are observable with angles-only measurements. Observability is strongest when target relative motion is highly nonlinear, geometrically distinct, and large in magnitude. The analytic observability conditions are verified numerically by computing the observability of all two- and three-spacecraft subsystems and remain consistent regardless of orbit geometry or dynamics model fidelity.

To automatically optimize angles-only observability, the analytic and numeric methods are placed wi-
thin a quasi-Newton optimization framework. A flexible cost function is developed to balance system costs with navigation performance. The PQN-BFGS method is applied for box-constrained optimization with an added exploration step to prevent convergence to non-convex local minima. Two case studies are explored: a distributed science swarm in low lunar orbit and a space situational awareness constellation in medium lunar orbit. Each converges to a global minimum for 50 random initializations and the optimal designs successfully fulfil navigation performance constraints under realistic measurement conditions. The method therefore demonstrates strong potential for automatic observability-aware design. Future research will investigate problem reformulation via a convex reduced-order observability model, to provide mathematical guarantees of reaching a globally optimal result, and treatment of other navigation architectures such as range-only methods.
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